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Abstract

DNA microarrays have become a mainstream tool in experimental plant biology. The constant improvements in the technological platforms have enabled the development of the tiling DNA microarrays that cover the whole genome, which in turn catalyzed the wide variety of creative applications of such microarrays in the areas as diverse as global studies of genetic variation, DNA-binding proteins, DNA methylation, and chromatin and transcriptome dynamics. This chapter attempts to summarize such applications as well as discusses some technical and strategic issues that are particular to the use of tiling microarrays.
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1. Overview of DNA Microarray Technology

The ever-increasing abundance of available genome sequences has enabled a wide variety of experimental and/or computational studies at the whole-genome level. In parallel with the advances in available sequence data, recent improvements in microarray technologies have made it feasible to interrogate a complete genome sequence with arrays through the use of high-density whole-genome tiling microarrays. These DNA microarrays serve as a powerful platform for numerous experimental approaches aiming to probe, in a single experiment, the depths of functional and structural information contained within an entire genome.
Two general types of high-density microarray platforms are used most widely. The first type of microarrays consist of short (up to ~100-mer) oligonucleotide probes, which are synthesized directly on the surface of arrays by photolithography using light-sensitive synthetic chemistry and photolithographic masks, an ink-jet device, or programmable optical mirrors. These types of arrays can be further distinguished based on the type of probes of which they consist. There are the so-called semi-whole-genome (non-tiling) expression arrays that represent only the predicted (annotated) features of a genome, such as exons or splice junctions. On the other hand, the truly whole-genome tiling arrays (hereafter referred to as WGAs) are designed to interrogate an entire genome in an unbiased fashion (1–3). This class of microarrays consists of non-overlapping or partially overlapping probes that are tiled or spaced at regular intervals to cover the entire genome from end to end. The WGAs are already being manufactured with over 6,000,000 discrete features per array, with every feature comprising millions of copies of the specific probe sequence. For instance, the Affymetrix GeneChip Arabidopsis tiling array is a single array comprised of over 3.2 million perfect match and mismatch probe pairs (~6.4 million probes total) tiled with 35 base pair spacing throughout the complete non-repetitive portion of the Arabidopsis thaliana genome.

The second array platform is made by mechanically printing/spotting probes, such as amplified PCR products, oligonucleotides, or cloned DNA fragments, onto the glass slides (referred to from this point as spotted arrays). Spotted arrays generally have a much lower feature density, usually on the order of approximately 10,000–40,000 spots per chip, than the in situ synthesized oligonucleotide arrays. Overall, the high reproducibility, the ability to synthesize probes representing virtually any sequence of a finished genome, and the increased feature density have made the WGAs the preferred platform for whole-genome analysis. Moreover, the ability to utilize relatively short probe lengths combined with the flexibility of using multiple overlapping probes representing every region of an organism’s genome makes WGAs an ideal choice for detecting the broadest range of genomic features (including even small polymorphisms and splice variants), rivaled only by the ultradeep sequencing (discussed in this volume in the chapter by Fox et al.). Furthermore, the specificity gained from using short probes also allows repetitive regions or gene family members to be distinguished from one another. Here, we discuss several approaches using WGAs for transcriptome characterization, novel gene discovery, analysis of alternative splicing, mapping of regulatory DNA motifs using chromatin immunoprecipitation (ChIP-chip), methylome analysis, and sequence polymorphism discovery.
2. Applications of Whole-Genome Tiling Arrays (WGAs)

2.1. Using WGAs for Transcriptome Characterization and Gene Discovery

Although computational methods of gene prediction have steadily improved over the past decade, such methods alone still do not enable the accurate determination of the gene structure and/or identify all transcription units in an organism. Additionally, large-scale cloning and sequencing of complementary DNA (cDNA) molecules corresponding to expressed gene products, the traditional approach for identifying coding regions, often misses very low abundance transcripts. Furthermore, any given cDNA collection can be devoid of transcripts that are expressed only in a subset of tissues and/or in response to a specific physiological or environmental condition(s). Hence, the WGAs that cover the entire sequence of the genome of interest represent an attractive alternative that largely circumvents such issues. For example, to study the tissue-specific expression comprehensively, the targets for the WGA hybridization should be generated from a variety of tissues. In brief, total RNA samples from the selected set of tissues are used to make the first strand cDNAs using an oligo(dT) primer containing a linked promoter for T7 RNA polymerase (T7 RNAP), followed by the conversion into the double-stranded form and an in vitro transcription by T7 RNAP to generate as well as amplify the biotinylated complementary RNA (cRNA). This protocol, based on a method devised by Eberwine and colleagues (4), results in an unbiased representation of all expressed gene products contained in the total RNA samples, while allowing for an amplification of the targets in sufficient quantity for hybridization to WGAs.

Remarkably, the very first data sets addressing the transcriptional activity in the various tissues in *Arabidopsis* using WGAs identified a large number of novel sites of expression that were missed by computational gene prediction algorithms and cDNA collections (2, 5–7). To define such novel sites of transcriptional activity, the raw data were first pre-processed by dividing the intensity values for each probe by the median intensity value of all probes, including the perfect match (PM), mismatch (MM), and control probes present on the chip, thereby establishing the background noise level in a given experiment. Then, regions of transcriptional activity from the array data that did not correspond to annotated genic units within the most recent genome annotation were classified as novel “expressed” regions if the median intensity value of the probes in that region fell above a certain background cutoff threshold (operationally defined through a metric summarizing the signal emanating from the promoter regions). This approach gives an unbiased tally of novel genic units, which is based solely on the probe intensity values for the regions that fall outside of annotated gene structures.
Interestingly, many of these newly identified transcripts are expressed from the antisense strand relative to previously annotated transcripts (2), and many of them possess an intriguing regulatory potential. For instance, this study has revealed an antisense transcript overlapping the 3' end of the mRNA for the key repressor that regulates flowering time, *FLOWERING LOCUS C* (*FLC*). This antisense transcript may act as a substrate for the biogenesis of the small interfering RNAs (siRNAs) responsible for the heterochromatization and subsequent silencing of this genomic region (8). Additionally, this study has uncovered evidence for the expression in centromeric regions, which were previously thought to be mostly devoid of active transcription (2). Thus, WGAs offer an extremely powerful platform for the discovery of novel transcription units.

### 2.2. Population Genomic Studies Using WGAs

The genomic content of individuals from the same species can vary in sequence as a result of diverse evolutionary processes. Comprehensive polymorphism data constitute a powerful resource for identifying the sequence variants that affect the phenotypic differences among the individuals (9). Although direct sequencing of individual populations is the most straightforward method for amassing the comprehensive polymorphism data, this methodology has not yet become cost-effective and widely accessible in most organisms (10). To circumvent these problems, Clark et al. (11) applied WGAs for comprehensive polymorphism detection in *Arabidopsis*, expanding upon the strategy used earlier to identify a large fraction of the SNP variation in human and mouse (12, 13). To this end, Clark et al. targeted 19 wild accessions of *A. thaliana*, selected so as to sample the maximal span of genetic diversity. Each DNA sample was whole genome amplified to generate sufficient DNA for hybridization, partially fragmented with DNase I, end-labeled with biotinylated dUTP and ddUTP, and used to probe WGAs spanning the entire *Arabidopsis* genome with single base resolution on both strands, hence interrogating nearly a billion features per experiment.

This WGA-based approach succeeded in capturing much of the common sequence polymorphism found in the worldwide *A. thaliana* population. Furthermore, this data enabled the systematic identification of the types of sequences that differ between accessions, as well as provided a high-resolution map of the genome-wide distribution of polymorphism in this reference plant. Altogether, more than 1 million non-redundant single nucleotide polymorphisms (SNPs) were identified, and ~4% of the genome was identified as being highly dissimilar (or even deleted) relative to the reference (*Col-0*) genome sequence. Curiously, the patterns of polymorphism between the 19 wild accessions and the reference genome sequence (*Col-0*) are highly non-random among the gene families, with genes mediating the
interaction with the biotic environment exhibiting an exceptionally high polymorphism levels. Also, regional variation in polymorphism was readily apparent at the chromosome-level scale. This WGA-enabled polymorphism data set provides an unprecedented resource for further evolutionary, genetic, and functional genomic studies.

Two related studies used WGA hybridization of DNA samples from wild accessions of *A. thaliana* to measure the genetic diversity and intraspecific polymorphism between individuals (14, 15). These studies demonstrated that total and pairwise diversity was higher near the centromeres and the heterochromatic knob region, which are highly repetitive in nature and are less active in transcription. Furthermore, the overall diversity between the *Arabidopsis* accessions positively correlated with recombination rate. The combined data from the three studies (11, 14, 15) has enabled the production of an *Arabidopsis* genotyping array, which contains 250,000 SNPs and is commercially available from Affymetrix. This SNP array assures more than adequate coverage for the genome-wide association mapping studies in *Arabidopsis* (15), thus providing the research community with the framework for the future in-depth studies of genetic variation in plants. Taken together, these studies demonstrate that, even in the absence of sequence data for a number of individuals from the same species, population genomic studies can still be carried out successfully using hybridization to WGs.

### 2.3. ChIP-Chip Studies

**Using WGs**

Transcription represents the first major control point in gene expression pathways. Although the overall process of transcription can be regulated by a variety of mechanisms, the most prominent among them are those mediated by the DNA-binding transcription factors and by chromatin structure, which is largely modulated via covalent modifications of the histone N-terminal tails. Chromatin immunoprecipitation (ChIP) with an antibody specific to the protein or modification of interest, followed by the hybridization to WGs of the DNA extracted from the captured chromatin fragments (i.e., ChIP-chip), has emerged as a powerful approach for gaining insight into the genome-wide distribution of the specific transcription factors or histone modifications (16–20 and the chapter by Morohashi et al. in this volume). The quality of the antibody used in immunoprecipitation of the DNA-bound protein of interest is the major limiting factor of this technique, because it is critical for achieving an effective enrichment of the protein-bound DNA fragments for hybridization to WGs.

In one instructive study of this kind, the antibodies against the sequence-specific transcription factor TGA2 were used to map its binding sites genome-wide after the treatment of *Arabidopsis* plants with the phytohormone salicylic acid (SA) (21).
The TGA2-crosslinked, immunoprecipitated DNA fragments were nonspecifically amplified to obtain enough material for the hybridization, fragmented with DNase I, end-labeled with biotinylated-ddATP using terminal transferase, and hybridized to two distinct types of WGAs. The first platform contained 190,000 probes representing 2 kb regions upstream of all annotated genes at a density of seven probes per promoter, while the second platform represented the entire Arabidopsis genome at a density of one probe per 90 bases. This study revealed 51 putative binding sites for TGA2, including the only previously identified (in the promoter of At2g14610 PR-1 gene), as well as 15 putative binding sites that lie outside of presumed promoter regions. Additionally, when the effect of SA treatment on gene expression was measured using standard gene expression arrays, SA-induced transcripts were found to be significantly overrepresented among the genes neighboring the putative TGA2-binding sites. This example illustrates how the combined use of WGA platforms for ChIP-chip and gene expression studies can give important clues as to how sequence-specific transcription factors govern the key regulatory networks within plant cells.

Covalent modification of histones is another key mechanism controlling the eukaryotic genome dynamics. Motivated in part by the evidence that tri-methylation of lysine 27 of histone H3 (H3K27me3) plays critical roles in regulating development in animals (16, 22, 23) and plants (24–27), WGA-based profiling of the H3K27me3 in Arabidopsis was undertaken (28, 29). These analyses revealed, for the first time, that H3K27me3 is a major silencing mechanism in Arabidopsis that regulates an unexpectedly large number of genes located in mostly euchromatic regions. Furthermore, analysis of the H3K27me3 profiles in the relevant mutant backgrounds suggested that establishment and maintenance of this histone modification is largely independent of other epigenetic pathways, such as DNA methylation or RNA silencing. Interestingly, the genomic domains marked by H3K27me3 associate almost exclusively and co-extensively with binding sites for TERMINAL FLOWER 2/LIKE HETEROCHROMATIN PROTEIN 1, which is similar to the HETEROCHROMATIN PROTEIN 1 (HP1) of metazoans and Schizosaccharomyces pombe (28, 29). However, the genome-wide distribution of H3K27me3 was unaffected in lhp1 mutant, suggesting that TFL2/LHP1 is not involved in the deposition of this chromatin modification but rather is a part of the epigenetic mechanism that represses the expression of genes that are marked with the H3K27me3. Therefore, ChIP-chip experiments with WGAs can be very powerful in revealing the key regulatory mechanisms controlling the complex dynamics of the genome activity in plants. As the number of WGA-based ChIP-chip experiments grows, a much more complete view of the transcriptional networks controlling plant growth and development will emerge.
2.4. Characterization of the Methylome Using WGAs

DNA methylation is a conserved epigenetic silencing mechanism involved in many important biological phenomena, including defense against transposon proliferation, genomic imprinting, and regulation of gene expression. DNA methylation is a heritable epigenetic modification that is perpetuated through DNA replication by DNA methyltransferases (30, 31). DNA methylation allows to regulate the expression of a number of coding regions without mutation to the DNA sequence, and it can occur in cis (i.e., the gene itself is methylated) or in trans (when the methylation event at another site in the genome regulates the target gene) (32–34).

In Arabidopsis, DNA methylation is established in all sequence contexts by DRM1/2, which are homologs of the mammalian DNMT3a/b de novo DNA methyltransferases (35, 36). DRM1/2 activity can be directed to a precise genomic location by RNA-directed DNA methylation (RdDM) system that involves 21–24 nucleotide small RNA (smRNA) generated in a DICER-LIKE3-dependent manner and acting in concert with ARGONAUTE4 (37–39). On the other hand, DNA methylation within the context of CpG dinucleotide is stably maintained through genome replication by the DNA methyltransferase MET1, a homolog of mammalian DNA methyltransferase1 (40–42). Finally, the plant-specific DNA methyltransferase CMT3 primarily targets cytosines in the CHG sequence context (where H = A, C, T) (43).

WGAs allow to comprehensively map the methylome, i.e., the sum total of the sites of DNA methylation within the Arabidopsis genome (3, 44–46). In the pioneering study of this kind, an antibody against the 5-methyl cytosine was used to generate the target for interrogating the WGAs spanning the entire Arabidopsis genome (3). The resulting DNA methylation map reveals that approximately 19% of the genome is methylated, with the regions containing the highest density of methylation located in highly repetitive regions of the genome, such as centromeric heterochromatin. Predictably, the highest levels of methylation were seen in pseudogenes and unexpressed genes, but surprisingly, a considerable amount of methylation was distributed in euchromatin. However, only ~5% of expressed genes contained methylation upstream of their ORFs (promoters), while 33% of the transcribed regions of these genes were methylated (body methylation), consistent with an earlier smaller-scale study (47). Another surprising discovery from these WGA studies was that most of the genes that contain DNA methylation within their transcribed regions are highly expressed and constitutively active. Furthermore, the distribution of DNA methylation is clearly different between transposons and genes: while DNA methylation of transposons is distributed across their entire length, methylation density in genes was low in the promoter regions, but gradually increased within the transcribed region and dropped off again in the 3'
flanking sequences. This pattern may indicate negative selection against methylating the 5' and 3' ends of expressed genes, e.g., because of incompatibility with transcription initiation and termination.

The methyl groups in DNA are not static but can be removed by the DNA demethylases (48–51). *Arabidopsis* has four such DNA demethylases, REPRESSOR OF SILENCING1 (ROS1), DEMETER (DME), DEMETER-LIKE2 (DML2), and DEMETER-LIKE3 (DML3) (48, 49, 51). DME is required for genomic imprinting during *Arabidopsis* embryo development (52), while the closely related ROS1 is involved in transcriptional silencing of a transgene (51). WGAs were employed to globally map the sites of DNA demethylation within the *Arabidopsis* genome, via comparing the methylome in WT and mutant plants lacking three of the DNA demethylases (ROS1, DML2, DML3) (53). It appears that 179 loci are actively demethylated by one or all of these enzymes in *Arabidopsis*, and interestingly, demethylation in the coding regions primarily occurs at both the 5' and 3' ends, i.e., in a pattern opposite to the overall distribution of DNA methylation. This suggests that DNA methylation is highly dynamic and that the process of demethylation may act to protect the genes from potentially deleterious methylation events. Taken together, these first methylome studies provide important insights into the nature as well as the function of this important epigenetic mark.

3. Technical Considerations Regarding the WGA Analyses

3.1. Sequence-Specific Probe Effects

Although tiling microarrays are very powerful, as illustrated in the preceding sections, several limitations and important technical considerations must be taken into account. One major technical constraint that is inherent to the concept of WGAs lies in the severely limited freedom of choice in designing the probes. This limitation translates into the widespread sequence-based probe effects. For example, ~20% of probes located entirely within a known (i.e., experimentally proven) exon exhibit twofold or higher difference in the signal intensity relative to the average intensity of their two neighboring probes located within same exon (54). While in principle such probe behavior can result from alternative splicing or from cross-hybridization to other transcribed sequences that map to unrelated genomic locations, in reality the most significant source of such effects is the variability in thermodynamic properties of the probes themselves, as dictated by their respective sequences.
Several approaches have been used in an attempt to correct for such unevenness in the probe behavior. One alternative is to tackle the problem early, i.e., at the stage of the design of the array. For instance, maskless tiling arrays manufactured by NimbleGen are composed entirely of isothermal probes, whereby the length of each molecule is varied in order to attain a consistent melting temperature (usually set at 76°C). Although the isothermal arrays should produce uniform probe behavior, this advantage comes at a price of the decrease in the feature density as compared to the one afforded by the Affymetrix platform, as well as reduced resolution. Furthermore, while the theoretical design of isothermal probes is typically based on the nearest-neighbor behavior of the respective oligonucleotides in solution, in practice the behavior of the array probes is strongly influenced by additional factors, such as steric hindrance on the microarray surface, probe–probe interaction, and secondary structure formation (55, 56).

An alternative strategy to address the unevenness in the probe behavior relies on statistical methods. Such approaches extend the earlier efforts to model the sequence-specific probe behavior for gene expression microarrays (57, 58). For example, MAT (model-based analysis of tiling arrays) predicts the baseline probe behavior by considering the 25-mer sequence and copy number of all probes on a single Affymetrix tiling array (59). This approach standardizes the probe value through the probe model, eliminating the need for sample normalization. As opposed to estimating probe behavior from multiple samples (60–62), MAT can standardize the signals of each probe in each array individually. MAT approaches perform particularly well in ChIP-chip applications that measure the genome-wide transcription factor binding and can detect with high accuracy the enriched regions from a single or multiple ChIP samples. This is due to the fact that most probes in ChIP-chip analyses measure only unspecific binding, because transcription factors usually bind only to a small fraction of the genome. One variation on the MAT theme is to use an a priori sequence-dependent physical model of probe-specific intensity bias (occurring primarily due to unspecific binding), instead of estimating it from the data (63).

Finally, the third alternative, which may hold a particular appeal to experimentalists, is to empirically calibrate the behavior of the probes on the array against a suitable reference sample. For example, in the global mapping study of transcriptional activity in yeast, nonequivalencies in the probe behavior were corrected via experimental RNA/DNA hybridization-based model, by correcting for the background as well as adjusting the signal of each probe by sequence-specific parameters, which was estimated from a calibration set of genomic DNA hybridizations (64). The following normalization methods were evaluated: (1) dividing RNA signal by DNA signal...
and then taking base 2 logarithm; (2) background-subtracting the RNA signal, dividing it by DNA signal, then applying variance stabilizing normalization (vsn, log base 2); and (3) in addition to method 2, dropping the 5% weakest probes in the DNA hybridization. Method 3 yielded the highest gain in signal to noise ratio, which was estimated as follows. Noise was estimated from the median of absolute differences between each pair of probes on the Crick strand of chromosome IV whose start points were three intermediate probes apart. Signal was obtained from the difference between 99% and 1% quantiles of all these probes. The optimal method of normalization for the individual probe behavior increased the signal/noise ratio on average by 1.7-fold.

3.2. Distinguishing the Signal from Noise

Although the issue of distinguishing the signal from noise is not unique to the whole-genome microarrays in particular, it is particularly important in the case of WGAs, because as opposed to all other types of microarrays analyses, WGAs assume no underlying gene models or annotations. Hence, a radically different strategy is required to make the decisions on how to make the “present” calls (54). In the early studies, positive probes were called based on a probe signal cutoff (65), and the genomic regions containing a significant number of positive probes were designated as transfrags (transcribed fragments). At present, two major alternative strategies to identify the regions of significant signal on WGAs are based on either the sliding window approaches or on structured change point detection algorithm (66, 67). The latter approach aims to segment the genome using dynamic programming in an unbiased fashion into regions with different expression levels in such a way that the probe signals are similar within each region. Such methods are reported to give more accurate estimates of change point locations, as well as depend on fewer user-defined parameters (64). However, the sliding window-based approaches remain more common.

The authors of this chapter have experience with TileMap (60). This package was originally developed for ChIP-chip analysis, but it can be used to analyze other types of genome-wide data, such as that of the entire transcriptome or methylome. The distinctive feature of TileMap is that it treats every probe as a separate entity, rather than computing a metric for a particular gene. Therefore, rather than generating a gene-level measurement of intensity changes, TileMap enables an unbiased identification of those genomic regions that demonstrate significantly up- or down-regulated hybridization between two different sets of arrays. An additional advantage of this algorithm is that it goes beyond the ability of just making the “present” calls, but rather allows complex multiple-condition comparisons (e.g., mutant 1 > WT > mutant 2).
In the first step of the TileMap procedure, a t-like test statistic is computed separately for each probe on the array, using a hierarchical empirical Bayes model to pool information from all probes across the array. On the other hand, during the calculation of the conventional t-statistic, only the estimate of the probe’s own standard deviation is accounted for. This significantly increases the sensitivity of the analysis in the very common circumstances when there are only a small number (2–3) of replicates available for each condition. In the second step, the test statistics of probes within a genomic region are used to infer whether the region is of interest or not (i.e., whether it shows transcriptional activities of interest). TileMap offers two different ways to do this: users can choose to combine neighboring probes by using either a hidden Markov model (HMM) or a moving average method (MA). Finally, TileMap uses unbalanced mixture subtraction (UMS) to provide approximate local false discovery rate (lfdr) estimates for MA and model parameters for HMM. Compared with the commonly employed permutation test, UMS performs better for complex multiple-sample comparisons, such as mutant 1 > WT > mutant 2. Importantly, while UMS estimates the lfdr for a null hypothesis H0: “not (mutant 1 > WT > mutant 2)”, permutation test usually can only provide lfdr for a null H0: “mutant 1 = WT = mutant 2”.

One cautionary point is warranted concerning the widespread practice of using microarrays to reveal the expression changes in various mutant backgrounds compared to WT. In the case of constitutive mutants, the differentially expressed regions represent the sum of primary and secondary effects of inactivating the respective cellular factor. Distinguishing the direct from secondary consequences of a given mutation on the transcriptome can be challenging and requires special consideration during the design stage and/or extensive follow-up experimental and/or bioinformatic analyses. While this problem is by no means unique to WGA-based studies, it can become particularly acute in this case because of the sheer volume of data that such studies generate.

While there is no single universal solution to this problem, several considerations may be helpful. One of these concerns the analyses of transcription factors, which often tend to regulate other transcription factors, forming branched networks. For the sake of example, if several sets of genes (regulons) are coordinately affected upon inactivating the factor X, one can query the public microarray repositories (e.g., www.weigelworld.org/resources/microarray/AtGenExpress) and/or specialized transcription factor databases (e.g., AGRIS, arabidopsis.med.ohio-state.edu) for the transcription factors(s) that may directly control the expression of these gene sets. A reasonable hypothesis then would be that the effect of X on these otherwise disparate gene sets is indirect and mediated by its regulating the expression of these transcription factors(s).
A more radical approach to the problem of secondary effects would be to attempt to bypass this issue altogether. In one example, this was achieved by putting the transcription factor under study under exclusively posttranslational control, via fusing it to the rat glucocorticoid receptor (GR). Simultaneous treatment of the transgenic line expressing such a chimeric factor by the activating glucocorticoid dexamethasone and the translational inhibitor cycloheximide then led to the transcriptional induction of the direct target genes only, while the expression of any secondary effects was blocked (68). However, the most generally applicable tools allowing to filter out secondary effects are conditional mutants. In this case, one can apply the restrictive condition at will and monitor the real-time progression of the ensuing changes in the transcriptome by microarray analysis of the early timepoints of the response. In this case, the expectation is that the inactivation of the transcription factor should have a very rapid effect on its immediate target promoters, comparable with inactivation of general transcription. On the other hand, a considerably longer period of time would be required to develop secondary effects, because such effects must be preceded by significant alterations in the mRNA as well as in the protein levels of the immediate downstream targets of the transcription factor in question.

Unfortunately, temperature-sensitive mutations, which are widely used for this type of analysis in microorganisms, are rather rare in plants. However, the authors have been successful in implementing an inducible RNAi (iRNAi) for creating a conditional knockdown of the subunits of the exosome complex in Arabidopsis. The exosome is an essential and conserved RNA-degrading and RNA-processing complex that has multiple and diverse RNA targets that are yet to be comprehensively defined in any eukaryote. An iRNAi system was engineered by expressing the constructs containing the segments of the exosome complex subunits RRP4 or RRP4I as a pair of inverted repeats separated by an intron, under the control of an estradiol-regulated chimeric transactivator XVE (69). Growing such exosome iRNAi plants on estradiol-containing media induced the RNAi-mediated knockdown of RRP4 (rrp4iRNAi) or RRP4I (rrp41iRNAi) mRNA, resulting in the growth arrest and subsequent death of seedlings. Importantly, growth arrest was preceded by the highly specific molecular phenotype associated with the defective processing of the 5.8S ribosomal RNA, which is highly specific to exosome malfunction (70), and is never observed in WT plants exposed to estradiol (neither is growth inhibition). Thus validated conditional iRNAi knockdown system was subsequently used in conjunction with WGAs to comprehensively define the Arabidopsis exosome targets (71). In contrast, WGA analysis of a constitutive loss of function mutant of one of the subunits of this complex
produced massive amounts of secondary effects, even though this particular mutant had little if any phenotype at the whole-plant level (71).

3.4. Inhibition of RNA Degrading/Processing Enzymes as a General Strategy to Uncover the Hidden Dynamics in the Transcriptome

Numerous studies during the past few years revealed the existence of the vast “dark matter” in eukaryotic transcriptomes, in the form of noncoding (nc) RNAs with unknown function (72). Although there is much debate as to what fraction of these ncRNAs have biological targets vs. merely represent spurious transcriptional activity (73), it is important to comprehensively understand such events. In this regard, it is instructive to consider the finding of the “deeply hidden” layer in the Arabidopsis transcriptome that is only detectable under the conditions of exosome knockdown (71). Such RNAs are largely composed of intergenic noncoding transcripts that emanate from the repetitive, heterochromatic regions of the genome. Apparently, these transcripts are tightly down-regulated by the constitutive exosome activity to the extent that they are virtually undetectable under normal conditions. On a more general note, the exosome is but one among many diverse RNA processing/degrading activities in the cell, and hence a logical extension of this strategy would be to undertake a systematic identification and categorization of the transcriptome-wide consequences of modulating the activities of a wide variety RNA decay and processing factors.

While in hindsight this approach may seem intuitive, in practice such analyses have been conducted only rarely, and mostly in the context of specialized studies focusing on specific class of transcripts and/or specific aspects of RNA metabolism. In one such example, He et al. used microarrays to investigate the RNAs in Saccharomyces cerevisiae that are stabilized upon mutating the key components of the nonsense-mediated mRNA decay (NMD) pathway – a specialized mechanism dedicated to the degradation of mRNAs containing the premature stop codons (74). In another approach to identify the transcripts directly regulated by NMD, the same group examined which RNAs become rapidly down-regulated upon restituting the NMD pathway in the NMD-defective cells, using conditional promoter (75). These combined studies succeeded in defining a near-comprehensive core set of cellular transcripts regulated by NMD, many of which have not been previously known, e.g., such as those RNAs that fail to splice and escape into the cytoplasm, mRNAs with abnormally long 3' UTRs, mRNAs with upstream open reading frames, mRNAs that are subject to leaky scanning resulting in the use of out-of-frame initiator codons, mRNAs translated via +1 frameshifting, bicistronic mRNAs, transcripts encoded by pseudogenes, as well as those emanating from the transposable elements or from their LTR sequences. In another study, a conditional promoter was used to inhibit the expression of an essential subunit of the nuclear RNase
P in yeast, combined with the WGA-based monitoring of the ensuing changes in the transcriptome during the time course of depletion (76). This study led to the discovery of 73 novel ncRNAs, many of them antisense relative to the previously annotated ORFs – a surprisingly large number for the best-annotated eukaryotic genome. We therefore propose that manipulating the activities of the key factors of plant RNA metabolism may be a productive approach for mining the depths of the dynamic plant transcriptomes.
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